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ABSTRACT: Allosteric regulation of protein function, the
process by which binding of an effector molecule provokes a
functional response from a distal site, is critical for metabolic
pathways. Yet, the way the allosteric signal is communicated
remains elusive, especially in dynamic, entropically driven
regulation mechanisms for which no major conformational
changes are observed. To identify these dynamic allosteric
communication networks, we have developed an approach that
monitors the pKa variations of ionizable residues over the
course of molecular dynamics simulations performed in the presence and absence of an allosteric regulator. As the pKa of
ionizable residues depends on their environment, it represents a simple metric to monitor changes in several complex factors
induced by binding an allosteric effector. These factors include Coulombic interactions, hydrogen bonding, and solvation, as well
as backbone motions and side chain fluctuations. The predictions that can be made with this method concerning the roles of
ionizable residues for allosteric communication can then be easily tested experimentally by changing the working pH of the
protein or performing single point mutations. To demonstrate the method’s validity, we have applied this approach to the subtle
dynamic regulation mechanism observed for Neisseria meningitidis 3-deoxy-D-arabino-heptulosonate 7-phosphate synthase, the
first enzyme of aromatic biosynthesis. We were able to identify key communication pathways linking the allosteric binding site to
the active site of the enzyme and to validate these findings experimentally by reestablishing the catalytic activity of allosterically
inhibited enzyme via modulation of the working pH, without compromising the binding affinity of the allosteric regulator.

■ INTRODUCTION

Allosteric regulation of protein function is critical to cellular
metabolic control. Allostery is the process by which the binding
of a ligand provides a functional response at a distant site, and is
essential for cell signaling events and sophisticated metabolic
control through the regulation of enzymatic catalysis. Tradi-
tional models of allostery described the allosteric response as
being mediated by large conformational changes that directly
affect activity.1,2 However, using the formalism of statistical
mechanics, Cooper and Dryden3 proposed that allostery could
exist even in the absence of conformational changes via a purely
dynamic, entropically driven, mechanism. As noted recently,4

such a mechanism is nonetheless likely associated with smaller
local conformational changes even though these may not always
be observed. Recent advances in protein NMR, molecular
dynamics (MD) simulations, and isothermal titration calorim-
etry (ITC) have illustrated that subtle changes in dynamic
fluctuations of proteins can govern the communication of
allosteric information between distant sites without major
conformational change, and that even intrinsic disorder and
local unfolding can play an important role in allosteric
regulation, thereby confirming the role of dynamics in allostery
(ref 5 and references therein).

This concept of dynamic allostery is receiving increasing
recent attention.5−7 However, understanding how the allosteric
signal is communicated at an atomic level between distant sites
remains challenging, due to the subtle, transient, and complex
changes in dynamics encountered during entropically driven
allosteric regulation. It is now well accepted that the allosteric
signal is propagated via multiple pathways through a network of
physically and/or thermodynamically interconnected resi-
dues.8−10 Allosteric ligand binding perturbs this communication
network and results in a functional response by the protein.
However, elucidating such communication networks remains

elusive, as they cannot be readily recognized by large changes in
residue interactions and may include entropic (hydrophobic
interactions, and changes in protein flexibility) as well as
enthalpic (van der Waals, hydrogen bonding, and Coulombic
interactions) effects. Hence, the most recent approaches take
advantage of MD simulations and aim to identify and
characterize these allosteric networks11 using correlation
analysis of residue−residue contacts,12 dynamical network
models,13,14 force distribution analysis,15,16 degree of frustra-
tion,17 evolutionary covariance,18 or correlated motions using

Received: December 15, 2015
Published: January 21, 2016

Article

pubs.acs.org/JACS

© 2016 American Chemical Society 2036 DOI: 10.1021/jacs.5b13134
J. Am. Chem. Soc. 2016, 138, 2036−2045

pubs.acs.org/JACS
http://dx.doi.org/10.1021/jacs.5b13134


mutual information theory.19,20 These approaches provide
complicated communication networks that often need to be
coarse-grained for analysis, leading to the loss of atomic-level
details. This results in the omission of electrostatic effects
during analysis despite their potential influence.11 Moreover,
experimental validation of these reconstructed networks is
uncommon, due to their complexity.
Here we propose and test an approach that relies on the

analysis of pKa variations of ionizable residues during MD
simulations as a means of capturing the allosteric communica-
tion pathway. The pKa of ionizable residues is neither fixed nor
constant in time, but rather depends on their local environment
and dynamics.21 Therefore, substantial change in the time-
averaged pKa of a given residue upon binding an allosteric
ligand suggests that this particular residue or its neighbors may
play a role in the allosteric regulation of the enzyme. This
approach has the marked advantage of taking into account
backbone motions, side-chain fluctuations, solvent exposure,
hydrogen bonding, and other electrostatic interactions, which
are otherwise difficult to consider individually. The resulting
global pKa metric can be easily deconvoluted to account for the
contribution of individual components, and to provide a means
to probe dynamic allostery. This approach leads to
experimentally verifiable predictions due to the possibility of
perturbing a communication pathway by either mutating an
ionizable residue or changing the working pH.
To demonstrate the benefits of such an approach, we have

used this method to shed light on the allosteric communication
pathway of 3-deoxy-D-arabino-heptulosonate 7-phosphate
synthase from the pathogen Neisseria meningitidis (Nme-
DAH7PS). This enzyme catalyzes the first committed step of
the shikimate pathway in bacteria, responsible for aromatic
amino acid biosynthesis, and is allosterically regulated by the
pathway end-product phenylalanine.22 As congruent solution-
state and crystalline-state structural data were available,22

NmeDAH7PS was selected as a representative example of a
group of DAH7PS enzymes, including those from Escherichia
coli23 and Saccharomyces cerevisiae,24 that do not undergo major
domain changes in response to the binding of a single allosteric
ligand. As such, the mechanism of allosteric response and the
atomistic communication between active and allosteric sites is
particularly challenging to delineate for this group of DAH7PS.
Instead of large-scale domain movements, regulation appears to
be mediated by changes in the noncovalent interactions upon
binding of the allosteric effector, phenylalanine (Phe), resulting
in subtle fluctuations in dynamics and conformation at the
active site. By tracking the pKa changes and fluctuations
associated with this allosteric effector, our study illuminates a
dynamic network of noncovalent interactions that affects
primarily the dynamics of the protein to ultimately regulate
its catalytic activity.

■ RESULTS
Comparison of Phe-Bound and Phe-Free Structures

Implicates a Hydrogen-Bonding Network in the Allos-
teric Response. DAH7PS is a metalloenzyme that catalyzes
the condensation of erythrose 4-phosphate (E4P) and
phosphoenolpyruvate (PEP) to form DAH7P.22 PEP binds
deep within the active site, located at the C-terminal ends of the
beta strands of the (β/α)8 barrel, and E4P interacts principally
with the residues of the β2α2 loop (Figure 1). NmeDAH7PS is
homotetrameric, consisting of two pairs of active, regulated
dimers25 that share an extensive interface. There is a single

allosteric site per chain, located close to the dimer interface, and
the pair of sites is separated by a distance of ∼25 Å. The
allosteric site is located ∼24 Å from its nearest active site, which
is on the same chain, and is ∼30 Å across the dimer interface
from the active site of the opposing chain. The allosteric site is
formed in part by an N-terminal extension from the opposing
chain, which closes over the allosteric ligand, Phe, and also by
the β-hairpin (β6a and β6b) insertion into the α5β6 loop that
contributes to the dimer interface (Figure 1A).
A crystal structure of NmeDAH7PS bound to allosteric

inhibitor Phe was determined at 2.2 Å (PDB code 4UC5).
Comparison of this structure with the unliganded structure
(PDB code 4HSN)22 gives a root-mean-square deviation
(RMSD) of 0.96 Å for the alignment of 1302 Cα atoms of
the tetramer, and 0.583−0.752 Å for the alignment of 639−641
Cα atoms from all dimer pairings. There is an ∼2° twist of one
dimer relative to the other in the presence of Phe accounting
for the larger change observed when the tetramers are
compared. Despite the overall similarity between Phe-free
and Phe-bound structures, it is evident that localized areas of
the protein are displaced in the Phe-bound structure. In
particular, the N-terminal extension (residues 1−11) becomes

Figure 1. (A) Homotetrameric Phe-bound NmeDAH7PS, for each
dimer, one chain is displayed in white, while the adjacent chain is
colored with the following scheme: main (β/α)8 barrel in blue,
allosteric decorations in purple, and catalytically important β2α2 loop
in red. Mn2+ is shown as orange spheres, and Phe as green sticks in
each monomeric unit. (B) Monomeric unit of Phe-bound
NmeDAH7PS with using the same color scheme as described above
and with the name of the secondary structure elements displayed. (C)
Stereoview of the overlay of the dimer interface of chain A and B of
NmeDAH7PS for the apo (green) and Phe-bound (blue) forms.
Hydrogen bonds are colored with respect to the structure they
originate; apo, green; and regulated, blue. Maps showing electron
density for bound Phe are shown in Figure S1, and a more detailed
view of the active sites of both Phe-bound and Phe-free proteins is
shown in Figure S2.
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ordered around the bound Phe. Additionally, the β2α2 loop
(residues 95−120) is repositioned, with an average Cα RMSD
from the apo structure of 2.3 Å. This change is associated with
some differences in hydrogen-bonding partners for residues of
this loop. Hydrogen bonds between Lys107 and residues
Glu176, His209, and the backbone carbonyl of His210 of the
opposing chain are lost, whereas new hydrogen bonds are
established between Lys107 and Glu98 and Gln172 of the
opposing chain. Likewise, hydrogen bonds between Glu98 and
residues Thr151, Tyr155 and the backbone of Asp148 are lost,
as is the hydrogen bond that links the backbone carbonyl of the
catalytic Lys9926 with Gln172 of the opposing chain. The β2α2
loop contributes several residues of importance to substrate
binding and catalysis26 and the local changes in conformation
observed in this structure relative to the Phe-free protein are
likely to be associated with the changes in catalytic properties
observed for this protein in the presence of Phe: a 4-fold
reduction in kcat and 2-fold increases of the apparent Km values
for both substrates22 (Figure S2).
Allosteric Regulation Triggers Local Flexibility

Changes and Leads to a Loss of Correlated Motions.
To study the dynamics of NmeDAH7PS in solution, molecular
dynamics (MD) simulations of both the apo and Phe-bound
forms of the tetrameric enzyme were conducted in explicit
water after modeling of the missing residues from both
structures. For each system, two simulation runs of 200 ns were
performed starting from slightly different structures (see
Methods). As it has recently been demonstrated that the
dimer is the elementary biological unit of the enzyme, capable
of both catalysis and regulation,25 analysis of the trajectories has
been carried out on the dimeric unit, leading to a combined
total of 800 ns simulated for both the apo and Phe-bound
dimers.
The root-mean-square deviations (RMSD) of the α-carbons

along the trajectories indicate that the simulations can be
considered as fully equilibrated after about 80 ns; therefore, the
following analyses are conducted on the last 120 ns of each
trajectory. The dimers in the presence and absence of Phe
sample slightly different, nonoverlapping conformations but do
not deviate from their respective crystal structure by more than
3.7 Å (Figure 2A). Overall, the RMSD results indicate that
although the active and inhibited forms present a slightly
different dynamic profile, both do not undergo large conforma-
tional changes or domain motions within the period of analysis
and the differences between the apo and Phe-bound states are
subtle.
The distribution of the distances between the center of mass

of each monomeric unit composing the functional dimer is
more narrow in the absence of Phe and has a lower average
calculated distance, suggesting a slight increase in dynamics for
each chain with respect to the other and a looser association of
subunits to form the dimer in the presence of Phe (Figure S3).
α-Carbon root-mean-square fluctuations (RMSF) averaged

per chain and per run, reveal only limited differences in the
flexibility of the apo and Phe-bound chains, confirming the
absence of major conformational changes over the course of the
simulation (Figure 2B). Unsurprisingly, the flexibility of the N-
terminal tail, which covers the allosteric site upon binding of
Phe, is greater for the apo form. This is also the case for the
α0α00 loop which comes in contact with the tip of the N-
terminal tail in the presence of Phe. Apart from the N-terminal
region, the greatest change in observed upon binding of Phe
corresponds to key catalytic β2α2 loop, which becomes

significantly more flexible in the presence of the allosteric
ligand. These changes in flexibility may account for the changes
observed in the conformations of several key residues of this
loop in the Phe-bound structure. In addition, binding of Phe
leads to an increase in flexibility of the β3α3 loop, β-hairpin
insertion, and the region between residues 150 and 180 (β4 to
α4 region). Finally, the external helix α7 appears to experience
greater fluctuation in the Phe-bound form while the β8α8 loop
becomes more rigid.
Overall, both intra- and interchain motions between residues

are more correlated in the absence of allosteric inhibitor, as
revealed by the normalized matrix of correlated motions
between residues obtained from covariance matrix of the α-
carbon atoms of each residue. This suggests that, upon binding
of Phe, a significant part of the interactions that permit
correlation between residues is lost leading to essentially
uncorrelated, more random motions, consistent with an
entropically driven allosteric mechanism. Moreover, the loss
of correlation between residues involved in substrate
recognition or catalysis implies that they are not able to work
in concert to properly fulfill their purpose, creating an entropic
penalty that is manifest in the observed increases in the

Figure 2. (A) RMSD of the α-carbons of the dimer along the last 120
ns of simulation of each MD runs in the presence (blue dots), absence
(green dots) of allosteric Phe, calculated using the X-ray crystal
structure of the apo (x coordinates) and Phe-bound (y coordinates)
forms as references. (B) Correlations between α-carbons of the dimer
calculated using the Pearson coefficient. The upper triangle
corresponds to the apo form and the lower triangle to the Phe-
bound form. Correlation values are represented by a color gradient of
blue to red. Correlated motions with an absolute value below 0.25 are
neglected. (C) Cα root-mean-square fluctuations (RMSF) of the apo
(green) and Phe-bound (blue). Secondary structure of the monomeric
unit is depicted with orange and purple rectangles to identify β-strands
and α-helices, respectively. The difference in RMSF between the Phe-
bound and apo forms is displayed on the dimer structure. Regions
which are more flexible in the presence of Phe are represented with an
increased thickness and a blue color gradient while regions more
flexible in the apo trajectory are represented with decreased tube
diameter and a green color gradient.
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apparent Km values for substrates PEP and E4P and in the
reduction in kcat.
pKa Analysis Identifies Ionizable Residues Involved in

the Allosteric Response. The calculated pKa values for the
ionizable residues of each frame of the apo and Phe-bound
trajectories were determined using PROPKA3.1.27 By taking
into consideration all the conformations sampled during the
MD simulations, this approach provides a robust means to
assess the average pKa value of a particular residue, how much it
fluctuates around this average, and the factors (desolvation
effects, hydrogen bonds, and Coulombic interactions) influenc-
ing this value.
The differences between the pKa of the ionizable residues of

the apo and Phe-bound forms, averaged over the course of the
MD simulations, enable a number of residues likely to be
involved in the allosteric communication pathway to be
identified. Twelve residues were calculated to experience a
significant pKa shift upon binding of Phe (Figure 3A). These
residues are found to be at key positions or to have a specific

role (Figure 3B): Lys216 is involved in the binding of allosteric
Phe and Lys99 is responsible for proton-transfer reaction within
the active site as part of catalysis. Glu98 and Lys107 are found
on the β2α2 loop and interact with Asp148, whereas Glu176
interacts with Lys107 across the dimer interface in the apo
form. As the backbones of residues Asp148, Tyr155 and
Glu176 are relatively close to the allosteric binding sites, they
are likely to be affected by the binding of Phe. Tyr26 and
His219 are positioned at the tetrameric interface. The predicted
pKa shift of Tyr5 is likely to be due to the alteration in the
flexibility of the N-terminal tail.
The standard deviation of the pKa values of each ionizable

residue over the course of the MD trajectories gives an
indication of how much its pKa value is predicted to fluctuate in
the presence or absence of Phe (Figure 3A). These fluctuations
may be associated with changes in conformational dynamics for
the residue itself or for its surrounding environment. It is also
apparent that a shift in the predicted average pKa value upon
binding of Phe is not necessarily associated with a change in
calculated pKa fluctuation, with Glu98 being the best example
of such behavior. This observation implies that although the
environment of the residue changes in the presence of Phe, this
residue remains tightly bound and/or buried in both inhibited
and active forms. The opposite behavior is more common;
several residues experience a change in the fluctuation of their
pKa value upon binding of Phe, but do not experience any
major pKa shift of their average value. On the other hand,
Lys107 experiences a drop in pKa fluctuations, as well as in pKa
itself, on the binding of Phe.
Interestingly, of the 12 residues for which a major pKa shift is

predicted, Tyr5, Glu98, Lys107, Glu176, and His219 present
(almost) no overlap between their values at ±1 standard
deviation (Figure 3A), supporting the existence of a significant
pKa difference between the apo and Phe-bound forms. On the
other hand, changes in average desolvation are also predicted
for Glu98, Lys99, and Lys107 (Figure S6), which experience an
increased solvent exposure in the presence of allosteric Phe and
for Tyr155, as well as Asp8 and Arg42, which bind allosteric
Phe and which become more buried in the presence of Phe.

Inter- and Intrachain Communication Changes upon
Allosteric Inhibitor Binding. To identify changes in the
hydrogen bonds and Coulombic interactions between pairs of
residues upon binding of Phe that are likely to affect the pKa of
ionizable residues, a weighted map of interactions in which two
nodes represent two interacting residues and the diameter of
the edge linking the two nodes accounts for the strength of the
interaction was generated. By specifying the working pH, we
can predict which residues are protonated and thus account for
the favorable, unfavorable or nonexistent Coulombic inter-
actions depending on the charge borne by the residues (Figure
4A).
The hydrogen bonding and Coulombic interaction maps

reveal clearly that in the absence of allosteric inhibitor, the key
predicted interactions are the favorable Coulombic interactions
between Glu176 and Lys107 across the dimer interface, and
between Lys107 and Asp148; the unfavorable ones are between
Asp148 and Glu176 across the dimer interface, as well as the
hydrogen bond between Asp148 and protonated Glu98 (Figure
4A). These strong interactions ensure close contact between
the two chains of the core dimeric unit of the enzyme and
provide a short and robust interchain communication pathway
between the allosteric site of one chain and the active site of the
adjacent chain in the absence of Phe. Upon binding of allosteric

Figure 3. (A) Average pKa values for the apo and Phe-bound forms are
represented with green and blue squares, respectively, while the error
bars correspond to ±1 standard deviation around the average. In
addition, the differences between the average pKa values for the apo
and Phe-bound forms are presented in Figure S4, while the differences
between the standard deviation values are shown in Figure S5. The
lowest (6.8) and highest (8.3) experimental pHs used are represented
with dotted purple lines. Ionizable residues that present a major pKa
shift upon binding of Phe have their residue number indicated in red
while the other ionizable residues appear faded in the background. (B)
Structure of the dimer (one chain is shown in blue, the other in white)
with residues experiencing major pKa shifts represented in sticks. The
two allosteric sites are highlighted by the presence of Phe shown in
green sticks, while the catalytic sites are identified with the manganese
ions shown as orange spheres.
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Phe all these strong interactions are lost, essentially leading to
the disruption of the network of interactions between ionizable
residues that exists across the two chains (Figure 4A). This
observation is confirmed by examining the calculated distance
distributions between the ionizable groups of these residues
over the course of the MD simulations (Figure 4B). The
calculated distance of 2.7 Å between Lys107 and Asp148 in the
apo form is shifted to 6−19 Å in the presence of Phe, whereas
the distance between Glu98 and Asp148 changes from 3.7 Å in
the apo form to around 5 Å. The distance between Glu176 and
Lys107 across the tight dimer interface is mainly centered
around 2.7 and 3.5 Å in the absence of ligand, but is not closer
than 5 Å and is calculated to reach as much as 18 Å in the
presence of the allosteric ligand. Finally, the distance between
the two negatively charged residues Glu176 and Asp148 in the
apo form across the interface remains centered around 4.6 Å
(Figure 4B), whereas binding of Phe and protonation of
Glu176 enables this distance to reduce to as little as 3.6 Å
between the two ionizable groups, although the distances are
mainly centered around 5.2 and 8 Å.
Within a single chain of the unregulated enzyme, Tyr155,

which is close to the allosteric site, interacts via a hydrogen
bond with Thr144 (adjacent to catalytically important Glu145)
and with Thr151, which in turn interacts with Glu98. These
interactions, which are lost upon binding of Phe, may
contribute to communicate the allosteric information within a
single chain. In the presence of Phe, the distance between

Glu98 and Thr151 increases, while the distance between
Thr151 and Asp148 decreases with the pair interacting via a
hydrogen bond (Figure 4B). Binding of Phe also leads to the
formation of strong interactions within and around the
allosteric site, which tighten the upper part of the dimer.
A number of important changes also occur within and

around the active site. In the apo form, repulsive Coulombic
interactions exist between catalytically important residues
Lys188 and Lys99, both of which are involved in the proton-
transfer mechanisms during catalysis, Arg94 which binds the
carboxylate of PEP, as well as Arg236 and Arg101 which bind
the phosphate of PEP and E4P respectively.26 This network of
interactions among positively charged residues, which is only
present in the absence of Phe, is likely to maintain the correct
relative distances between key residues, thereby maintaining the
most catalytically active conformation. Additionally, Glu145
interacts more favorably with Lys99 and Arg94 in the absence
of Phe. Binding of Phe reshuffles this interaction network,
whereby Lys107 and Glu98 now interact via a hydrogen bond
and move closer to one another with a distance of 3.4 Å,
compared with 5 Å in the absence of ligand (Figure 4B). The
negative charge on Glu98 has an unfavorable effect on Glu145,
which interacts less with Arg94 and Lys99, such that the
functional groups of these two residues move away from
Glu145. The slight balance of repulsive charge−charge
interactions between catalytically important Lys99, Lys188,
and Arg94 is also broken, and the distances between the

Figure 4. (A) Hydrogen bonds and Coulombic interactions that are only present or are stronger in the apo (left) or the Phe-bound (right)
trajectories. Nodes represent interacting residues and the edges between nodes indicate the interactions, with the diameter of the edge accounting for
the strength of the interaction. For the apo form, favorable interactions are shown in green and unfavorable ones are in red, and in the Phe-bound
form favorable interactions are in blue and unfavorable ones are in red. The contribution of each effect (side chain hydrogen-bond, backbone
hydrogen-bond and Coulombic interactions) is detailed in Figure S7. (B) Distribution of the distances between key ionizable groups. Frequency
distribution of the distances for the apo (green) and Phe-bound (blue) forms. The distances are calculated using the hydroxyl oxygen of Ser, Tyr,
Thr, the center of the two carboxyl oxygens of Glu and Asp, the nitrogen of the ε-amino group of Lys, the center of the guanidinium ion of Arg, and
the center of the two nitrogens of the imidazole ring of His.
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functional groups of these residues increase. Significant changes
in the angle formed by the functional groups of these
interacting residues also support a shift from an active to an
inactive topology of the key catalytic residues upon binding of
Phe (Figure S8). Finally a large number of existing interactions
centered on the metal ion are significantly strengthened in the
presence of Phe.
The Inhibitory Effect of Allosteric Phe Is Reduced at

Elevated pH. The pKa calculations of the regulated and apo
forms of NmeDAH7PS exposed several residues that likely
adopt significantly altered pKa values in the presence and
absence of Phe (Figure 3A). Of particular interest are Glu98
and Glu176, which both present unusually high pKa values for
Glu and are predicted to have different protonation states at
standard assay pH depending on the presence of Phe. At an
assay pH of 6.8 Glu98 is predicted to be protonated in the apo
enzyme and deprotonated in the Phe-bound form, whereas
Glu176 is predicted to be deprotonated in the apo form, but
protonated in the presence of Phe. As the pKa values of these
residues may lie close to assay pH, changing their protonation
state experimentally through variations in pH may mimic in
part the allosteric response.
To investigate the pH-dependence of activity and allosteric

response, assays were conducted between pH 6.8 and 8.3, as
enzyme activity is observable within this pH range. Outside this
range, the protonation states of the substrates and important
catalytic residues may be affected. Based on the pKa analysis,
only Glu176 in the presence of Phe is predicted to undergo a
change in protonation state on increasing the pH over this
range. In this case, since the pKa = 8.4 ± 1.2, only a partial
deprotonation of Glu176 occurs at pH 8.3. Glu176 in the apo
form, however, should not experience changes in its
protonation state over this pH range,(pKa = 5.4 ± 1.6).
Moreover, Glu98 is not predicted to be affected significantly in
this pH range, both in the presence and absence of Phe, where,
respectively, Glu98 remains deprotonated (pKa = 5.5 ± 1.4)
and protonated (pKa = 9.4 ± 1.3).
Therefore, the transition from a deprotonated to a

protonated state for Glu176 that occurs at pH 6.8 upon
binding of Phe will not occur to the same extent at higher pH.
Consequently, by increasing the pH, the proportion of
deprotonated Glu176 is expected to increase, leading to the
partial restoration of the major Coulombic interaction between
Glu176 and Lys107. Thus, at high pH a lower level of
inhibition in the presence of Phe is expected than at low pH.
In the absence of Phe, the specific activity was observed to

decrease only slightly between pH 6.8 and 7.8, with a sharper
reduction at pH 8.3 (to 90% of maximal activity, Figure 5A).
More importantly, in the presence of Phe the inhibitory
response was observed to be severely attenuated as the pH was
raised (Figure 5A). This is in complete agreement with the
effect of a reduced fraction of protonated Glu176. Comparable
KD values were measured by isothermal titration calorimetry
(ITC) for the binding of Phe at both pH 7 and pH 7.8 (the
maximum pH for enzyme stability over the course of this
experiment), indicating that the binding of Phe is not
compromised in this pH range. Moreover, the entropic and
enthalpic contributions to the free energies of binding of Phe to
each site in the sequential two-site binding model are very
similar at both pH values (Figure 5B). These results are
consistent with the dependence of NmeDAH7PS allostery on
the network of ionizable residues for signal transmission. It is
also noted that two significantly different binding constants for

Phe observed by ITC (Table S1), support the calculations that
predict communication across the dimer interface.

■ DISCUSSION
Evolution has favored the existence of subtle yet fundamental,
dynamic networks of noncovalent interactions within proteins
that are intimately related to function. These noncovalent
interactions consist primarily of hydrogen bonds and
Coulombic interactions but also involve hydrophobic inter-
actions and water-mediated hydrogen bonding. As a protein
samples its energy landscape, interactions between residues that
comprise the network are constantly changing. A method of
altering the dynamics of a protein and therefore its function is
to alter the existing network by favoring transient, noncovalent
interactions through the binding of an allosteric effector
molecule in order to reshape the conformational space sampled
by the protein. This altered state will manifest as the product of
the interactions broken and formed in the network linking the
two remote sites. In order for the information from a remote
site to be conferred to the active site, communication through
these complex noncovalent bonding networks is essential.
Allosteric regulation of NmeDAH7PS relies on changes in the

intricate network of interactions that connect allosteric and
catalytic sites of the protein, both within a single chain and
across the dimer interface. This network undergoes a significant
reorganization to evoke the allosteric regulatory response in the
enzyme. For the apo enzyme this network enables the
communication between the allosteric site and the catalytic
site through the dimer interface in particular via strong
Coulombic forces among Glu98, Lys107, Asp148, and
Glu176, but also within a single chain via hydrogen bonds
involving Thr151, Tyr155, Glu145, and Glu98. The presence of
the allosteric effector molecule Phe, leads to the loss of these
two communication pathways between allosteric and active
sites and an increase in noncorrelated motions within the
enzyme. The catalytic activity of the enzyme appears to be
considerably lowered mainly because of the increased flexibility
of the β2α2 loop, providing an entropic penalty to substrate
binding, and disruption of the optimal, finely tuned, relative
position of key catalytic residues, providing a primarily
enthalpic penalty to substrate binding.
Identification of the changes occurring in the reorganization

of this network is revealed by monitoring the calculated pKa

Figure 5. (A) Effect of pH on the activity and inhibition of
NmeDAH7PS in the presence of 300 μM L-phenylalanine. Activity at
varying pH compared to maximal activity seen at pH 6.8 (green line).
Activity at varying pH in the presence of 300 μM Phe compared to
uninhibited enzyme at pH 6.8 (blue line). Substrate concentrations
were at least 5-fold higher than the Km values (assessed at the different
pH values) of each substrate at each pH (substrate concentrations
were 100 μM PEP and 500 μM E4P). (B) Entropic and enthalpic
contributions to the binding isotherm of Phe to NmeDAH7PS at pH 7
(orange) and pH 7.8 (purple).
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variability between the active and regulated forms during the
course of a MD simulation. Previous similar studies have,
however, been made on a limited selection of structures
generated from MD to depict protein flexibility.28−35 Our
studies show that the use of comprehensive sampling of
conformational space leads to the complete recovery of the vast
information pKa calculations can provide and enable the
formulation of robust conclusions based on the observed
variations.
In pr inc ip le , constant -pH molecular dynamics

(CpHMD)36−38 should be the method of choice for studying
pKa variations as a function of protein motions. However, such
an approach cannot be applied as an analytical tool on existing
trajectories and is usually associated with a computationally
expensive replica-exchange method that cannot be applied to
large multimeric proteins. Apart from CpHMD, the pKa of
ionizable residues in a protein can be assessed using either
methods that relies on the Poisson−Boltzmann39 or General-
ized Born40 continuum models (which are, for example,
implemented in MEAD,41 MCCE,42 pkD,43 UHBD,44 and H
++45); or empirical methods such as implemented in
PROPKA.27 PROPKA has been shown to outperform electro-
static based methods27 while reducing computational cost and
is thus well suited for performing pKa analysis of complete,
existing MD trajectories.
It should be emphasized that the key residues that are

predicted to play an important role in the signal transmission
are not readily identified by comparing the pKa or structural
changes of the crystal structures (Figure S9). Indeed, not
surprisingly such an approach is precluded by the inherent
static image of the interactions. For instance, Gln172, His209,
Asn111, and Arg175 are deemed important from structural
analysis whereas MD analysis revealed the minor contribution
of these residues to allostery. Similarly, the importance of
Glu176, Tyr155 and Thr151 could only be illuminated by the
MD simulations. Solely relying on the pKa difference between
apo and Phe-bound crystal structures (Figure S9) leads to a
number of “false positives” and to the oversight of key residues
such as Asp148 and Lys107. Within the active site, changes in
the conformation of Lys99, Arg167, and Arg101 are indeed
observed; however, changes to the important catalytic residue
Lys188 and to the PEP-binding residues Arg94 and Arg236 are
only revealed through the MD simulations. Combining
structural analysis, MD simulations and pKa analysis of the
MD trajectories therefore greatly improves the robustness of
the results and enables the interpretation of the findings to be
refined and to lead to experimentally verifiable results.
Notwithstanding the relative small overall free energy

differences (3−5 kJ mol−1) associated with changes to
Km(E4P), Km(PEP) and kcat on binding the allosteric effector
Phe, substantial local changes are observed in the molecular
dynamics simulations of the protein, within and between
subunits and propagating to the active site. These changes can
be conveniently monitored through changes in pKa values of
ionizable residues and changes in the distribution of pKa values
about their respective means. Changes in the pKa of ionizable
residues result from distinct changes in the noncovalent
interaction network connecting the functional sites of
NmeDAH7PS. We have shown that alteration of the
protonation state of these crucial ionizable residues by altering
the pH limits the ability of the enzyme to effectively reorganize
its interaction network in the presence of Phe.

The combination of MD and pKa calculations exposes the
communication network between functionally important
remote sites. The methodology described here to illustrate
the complexities of “dynamic allostery” can be transferred to
any enzyme that is likely to rely on subtle short time-scale
changes in dynamics and networks of noncovalent interactions
between residues for activation, regulation, and complex
formation.

■ CONCLUSION

Allostery is the process by which binding of a ligand at one site
of a protein leads to a functional response at a distant site.
Despite its importance in enzymatic regulation, little is known
about how the allosteric signal is communicated from one site
to the other, especially in the absence of large conformational
changes in the protein. Here we have shown that monitoring
the pKa variations of ionizable residues over the course of
molecular dynamics simulations in the presence and absence of
allosteric regulator can unravel the allosteric communication
pathways in proteins. We have verified the predictions of this
approach experimentally, by showing that subtle pH variations
can mimic the allosteric control, by changing the protonation
state of key residues without affecting the catalytic activity of
the enzyme or its ability to bind an allosteric effector molecule.
This method can be applied to identify changes in a network of
noncovalent interactions occurring between the distinct states
of any protein.

■ METHODS
Crystallization of NmeDAH7PS. NmeDAH7PS was expressed

and purified as previously described.22 The resulting protein solution
was concentrated to approximately 10 mg mL−1. Then 1 μL of enzyme
solution (9−11 mg mL−1) was mixed with 1 μL of crystallization
buffer containing 0.1 M Tris HCl (pH 7.3), 0.2 M trimethylamino-N-
oxide (TMAO), 600 μM MnSO4, and 15−20% (w/v) PEG
2000MME. Crystals were grown by hanging drop vapor diffusion
over 500 μL of crystallization buffer, and the crystallization trays were
incubated at 20 °C. Crystals began to form in 48 h and were fully
formed within 7 days. The grown crystals were added to another drop
containing 50% SEC buffer containing 200 μM PEP, 100 mM KCl,
and 10 mM BTP and 50% crystallization buffer also containing 10 mM
Phe and left to soak for 2−6 h. Crystals were flash frozen using liquid
nitrogen in a cryoprotectant solution containing ligand present
reservoir solution and 20% (v/v) PEG400.

Crystallography, Structure Determination, and Refinement.
An X-ray diffraction data set was collected at the Australian
synchrotron using the MX1 beamline.46 The data sets were integrated
and processed using XDS and AIMLESS.47,48 Appropriate cutoff
resolution was determined via CC1/2 ≥ 0.5 ensuring the data were
complete in the highest resolution shell.49 Space group and unit cell
parameters for NmeDAH7PS with the soaked ligands were the same as
those previously identified (PDB code 4HSN),22 meaning that initial
phases could be obtained via molecular replacement using the original
structure as a search model in Phaser MR.50 All ligands and waters
were removed from the search model (PDB code 4HSN) before
molecular replacement was carried out. Refmac5 was used to generate
the electron density map and this was manually analyzed and refined in
COOT.51,52 The quality of the model was optimized by consecutive
model building in COOT and refinement with Refmac5. Water
molecules were added manually via interpretation of the (|2F0| − |Fc|)
map ensuring that they had the ability to hydrogen bond to at least
one acceptor or donor. Residues Met1-Asp9 were absent from the
model (PDB code 4HSN) used for molecular replacement; however,
this region of the protein becomes ordered in the presence of Phe and
only the first three residues remain unresolved. Molprobity was used
to assess structure quality during refinement cycles and before
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deposition.53 Diffraction data and refinement statistics are provided in
Table S2. The Phe-bound structure is deposited as 4UC5.
Isothermal Titration Calorimetry. Binding of NmeDAH7PS to L-

phenylalanine at pH 7 and 7.8 was measured by ITC using a VP-ITC
unit operating at 298 K (MicroCal, GE Healthcare). Before use, the
protein was buffer exchanged against binding buffer [0.5 mM MnSO4
in 50 mM BTP buffer (pH 7 and 7.8)] and all solutions were degassed
in a vacuum. Protein concentration was measured by UV absorption
immediately before titrations were started. The titrations were
composed of 28 injections, one 2 μL injection, followed by 27 10
μL injections of L-phenylalanine. The initial datum point was routinely
deleted to allow for diffusion of ligand across the needle tip during the
equilibration period. A heat of dilution experiment was measured
independently and subtracted from the integrated data before curve
fitting in Origin 7.0. For the binding of NmeDAH7PS to L-
phenylalanine, 15 μM NmeDAH7PS was used, and the syringe
contained 1.2 mM L-phenylalanine; and the data were fitted with the
two-site sequential-binding model supplied by MicroCal. Binding data
are summarized in Table S1.
pH Dependent Kinetics. The assay system for NmeDAH7PS was

a modified form of the assay used by Schoner and Herrmann as
previously described.54 The assays to determine the optimum pH of
NmeDAH7PS activity contained PEP (100 μM) and MnSO4 (100
μM) in 50 mM BTP buffer, 10 μM ethylenediaminetetraacetic acid
(EDTA), and E4P (500 μM) which were the correct pH (6.8, 7.3, 7.8,
and 8.3) at 298 K. Outside of this range, the enzyme dramatically lost
activity. The buffer was made up in ultrapure water that had been
treated with Chelex resin. After incubation at the required temperature
for 5 min, the reaction was initiated by the addition of enzyme (2 μL,
1.0 mg/mL). For the pH dependent inhibition kinetics, the buffer
contained the same components as above, except 300 μM L-
phenylalanine was added before incubation. All assay experiments
were performed in triplicate.
Confirmation that Substrate Binding Was Not Severely

Affected by pH Range. For NmeDAH7PS at pH 8.3, the reactions
to determine Km

E4P used 100 μM PEP and 32−375 μM E4P, and for
Km

PEP used 500 μM E4P and 3−100 μM PEP. For NmeDAH7PS at
pH 6.8, the reactions to determine Km

E4P used 100 μM PEP and 12.5−
250 μM E4P, and for Km

PEP used 500 μM E4P and 7.5−120 μM PEP.
The buffers contained MnSO4 (100 μM) in 50 mM BTP buffer and 10
μM ethylenediaminetetraacetic acid (EDTA). They were initiated by
the addition of NmeDAH7PS (2 μL, 1.0 mg/mL). Km

E4P and Km
PEP at

pH 6.8 and 8.3 are summarized in Table S3.
System Preparation for the MD Simulations. The crystal

structures of NmeDAH7PS in the absence (PDB ID: 4HSN) and
presence of allosteric Phe (PDB ID: 4UC5) were used as a starting
point for the calculations. Missing residues and side chains were
reconstructed with MODELLER.55 The top two tetrameric models
generated for each structure, selected on the basis of the lowest
MODELLER objective function value and the lowest global DOPE
score, were chosen as starting point for the simulations (two
simulations for each apo and Phe-bound forms). PROPKA3.127 was
used to assess the pKa of ionizable residues and the value averaged by
chain and model. The protonation state of these residues for the apo
system and for the Phe-bound system was then selected based on
these pKa to simulate a pH of 7.3. Proton position of histidine residues
was chosen with MCCE.42

MD Simulations. All MD simulations were carried out with
NAMD56 using CHARMM all-atom parameter set 22 with the CMAP
Correction.57,58 The simulations were run on 1048 cores of the IBM
BlueGene/P part of the high performance computing service facility at
the University of Canterbury. The particle mesh Ewald (PME)
method was used to calculate electrostatic interactions and van der
Waals cutoff was set up at 12 Å. Each system was solvated in an explicit
TIP3P water box of 118 Å × 118 Å × 130 Å, and the net charge
neutralized with Na+ and Cl− ions added with a minimum distance of
5 Å from the enzyme and from each other. Using the conjugate
gradient energy minimization method, each solvated protein was
minimized for a total of 100 000 steps first by allowing only water
molecules, ions, and hydrogens atoms to move (20 000 steps), then

keeping only the backbone atoms fixed (30 000 steps) and finally
releasing all atoms (50 000 steps). Each system was then gradually
heated from 0 to 310 K over 124 000 steps keeping a harmonic
restraint of 10 kcal/mol on backbone atoms. The Nose−́Hoover
Langevin piston pressure control was then used to simulate the NPT
ensemble at 1 atm, 310 K. Each system was equilibrated for 100 000
steps with the restraint decreased to 5 kcal/mol, for another 100 000
steps with the restraint at 1 kcal/mol, and finally for 1 ns without any
restraints. The four equilibrated systems were then each subjected to
200 ns of NPT molecular dynamics simulation at 1 atm and 310 K
with the trajectory saved every 10 ps.

Trajectory Analysis. The resulting trajectories were aligned to
remove any undesired rotational and translational movements of the
enzyme. The first 80 ns of each simulation were removed to allow for
full equilibration of the systems. Since it has been shown that the
dimeric unit is the smallest biological unit capable of both catalysis and
allosteric regulation,25 so each dimer of the tetramer were considered
as two different trajectories for the purpose of position and distance
analysis and combined to effectively lead to 480 ns of fully equilibrated
trajectory for each system. After alignment of the resulting trajectories,
root-mean-square deviations (RMSD) and root-mean-square fluctua-
tions (RMSF) were calculated using Gromacs 4.5.59 Correlated
motions based on Pearson coefficient were determined with Carma.60

Distance distributions were calculated in VMD61 using in-house Tcl
scripts using the hydroxyl oxygen of Ser, Tyr, Thr, the center of the
two carboxyl oxygens of Glu and Asp, the nitrogen of the ε-amino
group of Lys, the center of the guanidinium ion of Arg, and the center
of the two nitrogens of the imidazole ring of His.

pKa Analysis. For each frame of the tetramer trajectories, the
coordinates of the protein without hydrogen atoms, in complex with
its ligands (manganese ions and, should it be present, allosteric Phe)
were saved as a PDB format. The resulting files were converted from
CHARMM PDB format to a more standard PDB format. For each
system, PROPKA3.1 was run on each of the 24 000 structure files in
parallel using asynchronous dynamic load balancing and the output
files parsed in usable data. In order to take full advantage of the
different conformational space sampled by each monomeric unit
composing the tetramer, the values of interest (pKa, desolvation effect)
and each type of interaction (Coulombic, side-chain hydrogen bonds,
and backbone hydrogen bonds) were analyzed in such way that
average values can be obtained (i.e., does not depend on the chain the
ionizable residue belongs to). Parsing and analysis of the data were
performed using dedicated python scripts. The method and the
associated scripts can be easily be transferred to the analysis of other
systems and are available upon request.
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